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Introduction

There is one expression in scientific and commercial visuali-
zation that is heard more often than anything else: Virtual
Reality. The sound of threse words evokes notions of
cyberspace and visual landscapes unseen by man, promising
the solution of all visualization problems by the fully
immersive manipulation of information objects giving insights
impossible to achieve by any other means. However, prob-
ably no other words from this field have also been so heavily
abused. If one follows advertisements and also quite a number
published papers, about every display program which em-
ploys some 3D rendering is now adorned with the magic words
Virtual Reality (VR). This includes applications which
conceptionally do not go beyond standard 3D graphics, which
have been routinely used in molecular modeling and similar
fields for more than two decades. So if virtual reality is sup-
posed to be more than simple molecular graphics, what is it?

Strictly speaking, it is computer graphics which replaces
the natural environment seen by the user (immersive virtual
reality) or at least adds graphical information to the perceived
natural environment which is updated according to the move-
ments and position of the user (augmented reality). The pos-
sibility to interactively manipulate the graphical objects in
3D space is an important component for many systems of
both types. One current definition is: „Virtual reality may
best be defined as the wide-field presentation of computer-
generated, multi-sensory information which tracks a user in
real time“. Another says: „Virtual Reality is the use of com-
puters and human-computer interfaces to create the effect of
a three-dimensional world containing interactive objects with
a strong sense of three-dimensional presence“. [1] A plain
3D screen display with some rotating molecule fits neither
category, even if viewed through stereo glasses.

Applications of true virtual reality character have been
implemented and practically tested with chemical problems.
However, these applications are leading edge research and
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relatively scarce. A review of these few systems would not
fill many pages. So in order to broaden the perspective of
this review, we decided to relax the rigid definition of Virtual
Reality, and include a wider range of innovative visualiza-
tion approaches which employ ingenious 3D metaphors and
innovative ways to generate and manipulate graphical ob-
jects. These applications earn their special character and ap-
peal because they help to generate insight and knowledge by
the manipulation of graphical objects, even if a normal color
monitor is used as display device instead of a full VR setup.
With this broadened definition of Virtual Reality, an inter-
esting and inspiring set of visualization methods for a wide
range of application fields is covered. We hope the following
overview and selection of examples will give a good impres-
sion where VR in chemistry is headed at the dawn of the next
millennium.

VRML is not Virtual Reality

Most of the time the term Virtual Reality pops up, it is in the
context of VRML, the Virtual Reality Modeling Language.
However, while VRML can be a tool for VR, there is no di-
rect relationship between VR and VRML, and certainly not
every VRML visualization qualifies for the VR attribute, even
in loose definitions. Nevertheless, VRML is such an impor-
tant topic that a few comments about this technology and its
chemical applications are in place.

VRML [2] is a portable, platform-independent and flex-
ible file format for the transport of 3D graphical informa-
tion, not more. There are two main variants of VRML: The
old VRML 1.0, which could only be used to transport static
scenes, and VRML 2.0 [3], which adds a whole world of
animation and multimedia to VRML. Strictly speaking,
VRML 1.0 and VRML 2.0 are not compatible, but all VRML
1.0 features can be expressed in VRML 2.0 syntax, and most
VRML 2.0 browsers still support VRML 1.0. VRML is now
developed by an international consortium [4] and many of
the major computer manufacturers and software houses have
become members.

VRML scenes are built in a tree-like fashion from basic
building blocks, which specify lighting, camera (viewer) po-
sitions, geometrical primitives such as spheres, lines and sur-
face patches, materials and textures mapped on the surface
of geometric objects, and geometric transformation nodes.
The scene graph is traversed from the root. VRML scenes
are viewed either by stand-alone programs, which can be
used as helper applications for Web browsers, or increasingly
by plugins [5], which make it possible to render VRML scenes
in windows which are embedded in HTML pages. VRML
viewers and plugins are available for all major computer plat-
forms. This can be attributed to the fact that VRML is not
specific to chemical or scientific visualization but is also rec-
ognized as a valuable medium for on-line commerce and
games. Browsers support different scene navigation modes
which are suitable for different application areas. For chemi-

cal visualization, simple external rotation and zooming of
the full scene is normally more useful than walk-through
modes with gravity and collision detection, which are ad-
vantageous for architectural models etc.

Except for its platform- and implementation-independ-
ent nature and the associated ease of transport of 3D infor-
mation, VRML 1.0 does not go significantly beyond other
graphics exchange formats. Actually, it was derived from the
ASCII file format of the OpenInventor [6] graphics class li-
brary maintained by SGI and Template Graphics. Neverthe-
less, VRML 1.0 was soon discovered as a suitable tool for
Internet-based chemical visualization. These first attempts
at VRML visualization were limited by the capabilities of
VRML 1.0. The first scenes on the WWW [7–9] were static
and pre-computed. It is possible to use clickable 3D buttons
to download another file with changed display attributes to
introduce a minimum of dynamics, but this is an awkward
solution. VRML 1.0 has been employed as 3D output format
for serveral Internet-accessible databases [10], and there is
even an CGI-driven on-line 3D coordinate generator which
directly produces VRML representations from 2D connec-
tivity input. [11]

The biggest progress in VRML 2.0 for scientific applica-
tions, compared to the previous version, is scriptability. In
VRML 1.0, the relative geometric positions of node objects
were fixed. VRML 2.0 introduces a whole set of new tech-
niques for animation. [12] Among these are interpolator nodes,
an event routing mechanism to make objects react when cer-
tain actions are performed by the user, collision detection
among objects and, most important, script nodes. Script nodes
can contain nearly arbitrary instructions in VRMLscript [13],
a JavaScript variant ([14], soon to change the name again to
ECMAscript [15]). A Java interface (EAI, External Authoring
Interface, [16]) to control the status and behavior of VRML
nodes has also been defined. However, on the Java side, the
Java3D [17] API (Application Programming Interface), which
has no relationship to VRML, is being touted as a better inte-
grated and potentially faster alternative to VRML. A serious
struggle for dominance between these two standards for ani-
mated, interactive Internet-based graphics should be expected
as soon as full Java3D implementations become available.

The first chemical VRML applications which use the ex-
tended 2.0 feature set have already made their appearance.
One of the first and most convincing applications [18] con-
tains a clickable image of a simulated IR spectrum, which is
coupled to a Java-animated molecular VRML scene. The
VRML part visualizes the normal vibration belonging to the
selected peak. While the atoms move according to the cur-
rent vibrational mode, the molecule can be rotated and in-
spected by the user.

Pure chemical Java applets which do not rely on a native
Java 3D library or a VRML API have also been created for
demonstration purposes. A Web page with a Java applet which
performs a molecular dynamics (MD) simulation on the cli-
ent‘s computer and continuously displays the calculated vi-
brations in several display styles can be visited at [19].
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For many application areas it is desirable to have script-
animated 3D scenes which can be viewed from freely cho-
sen viewpoints, or provide guided tours highlighting points
of special interest in complex structures such as proteins.
Video sequences, which have been used with some success
to visualize chemical processes, do not provide the freedom
to select the viewing position. Also, video does not offer any
choice to remove parts of the scene for a clearer view or to
change display attributes of scene objects, which are both
useful features to clarify the image of chemical structures.

Simple trajectories following a pre-computed path can
be replayed by many 3D molecular graphics programs, but
only a few provide the flexibility to use scripted, annotated
animation sequences which display molecular animation and/
or annotated scene sequences. The user should be allowed to
interrupt program operation and continue with his/her own
explorations. KineMage [20] has become a standard in this
area, especially in the field of protein structure feature ex-
ploration. The VMD [21] program has the necessary script-
ing and trajectory processing abilities to be a comprehensive
solution, but is significantly more complex to operate. The
Chime plug-in [22] possesses currently rather limited script-
ing abilities. They will probably be extended in the future in
order to establish Chime as a de-facto standard for Web-based
structure visualization. The advantage of a Web browser plug-
in is that it can be used directly within a Webpage and thus
does dot demand switching between a full-text viewer and
the display application. KineMage can display textual para-
graphs, but with very limited formatting and linking capa-
bilities compared to HTML pages.

VRML and other media described in this paragraph have
proven their usefulness as transport media for chemical 3D
information [23]. Embedding this information into a Web
environment and transporting it to recipients who do not need
to have specific hardware available or software installed
should be considered as an achievement per se. However,
none of the current chemical VRML applications can even
be remotely called an VR application. In the next paragraphs,
we will discuss chemical VR applications which adhere closer
to the original definition of VR.

Virtual Reality Environments

What we find in today‘s Web-accessible chemical media is
decidedly not VR. So what kind of technology is used for
more immersive VR?

VR comes in a lot of incarnations, and most require spe-
cial hardware for input and output. The full effect of virtual
reality is attained through three basic components: A high-
performance computer graphics system, a head-tracked dis-
play that presents the virtual world from the user‘s current
head position, and three-dimensional input devices that al-
low the user to provide input directly in three dimensions.

There are several ingenious technological approaches to
facilitate the creation of three-dimensional impressions, reach-

ing from simple stereo images to fully immersive environ-
ments. The ultimate aim is to invoke the feeling of being an
integral part of an alternate reality.

Some of the commonly employed devices to produce a
visual 3D impression are well known to chemists. In the old
technique of stereo images, two pictures showing the same
scene but rendered from a viewpoint approximately three
degrees different, are displayed side by side. [24] The person
viewing them can be aided by stereo goggles with mirrors
inside. These mirrors make it easy to for the images to be
seen exclusively by one eye each. Talented viewers can sim-
ply relax or squint their eyes until each eye sees the correct
image. This method allows color and animation in the im-
ages. Other systems such as anaglyphs (red/blue overprints,
viewed through colored glasses [25]) or random dot
stereograms (SIRDS [26]), which were a fad a while ago,
support color only in a very restricted fashion and are there-
fore not suited for more sophisticated applications. This does
of course not imply that these techniques have not been used
successfully for limited chemical visualization or even vid-
eos.[27]

The next level of sophistication uses shutter glasses. These
are transparent LCD panes which can be blackened sepa-
rately for each eye by applying a voltage. The voltage is syn-
chronized, typically by an IR signal, with the video display,
which switches in rapid sequence between two different views
of the scene, one for each eye. In contrast to parallel stereo
images, the display can use the full area, and the head can be
moved. Of course the change of the images must be fast
enough to avoid flicker, and the display bright enough to
produce a well-lit impression if viewed only half of the time
by each eye.

Head-mounted displays (HMD) and binocular omni-ori-
ented monitor (BOOM) systems do not use a single screen
any longer. They consist of two CRT or LCD screens, one
for each eye. A HMD is worn like a helmet with a face cover.
The user movements are tracked by auxiliary devices so that
the display generator is always informed about the head po-
sition and view direction. A BOOM is connected via a sys-
tem of rods to a fixed pedestal. At the end of the extension, a
view box with the screens is located. When the user pushes,
pulls, tilts or otherwise moves the view box, not unlike a
periscope, his/her current location and orientation is reported
by sensors measuring the angle of the joints connecting the
rods.

One of the most spectacular, but also most expensive set-
ups for virtual environments is the CAVE (Cave Automatic
Virtual Environment, a recursive acronym [28]). The first
CAVE was installed in 1992. A CAVE is a box, measuring
about three meters on all sides, installed inside a larger, dark
room. The walls, floor and potentially also the ceiling con-
sist of rear-projection screens. Images are projected from the
outside by video projectors. The user steps inside the cave
and wears shutter glasses for an additional enhancement of
the scenic impression. More than one user can be inside at a
time, but only one user determines the viewpoint, the others
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are taken along as in a roller-coaster ride. CAVEs usually
also include 3D-audio processing equipment, so directional
sonic stimuli can be used to support the 3D viewing experi-
ence.

For many applications, a fully immersive simulation is
not necessary. There are a number of interesting devices which
produce only a small virtual dispay region. The Responsive
Workbench [29] and the Immersadesk [30] are prototypical
examples. These are tables with projection facilities hidden
inside and a projection screen as surface. People can group
around it, wearing shutter glasses, and three-dimensional
objects appear above the table. Images are generated by the
usual stereo image display switch mechanism. The workbench
paradigm is well suited to model a number of work-related
environments, such as laboratory workplaces.

A number of direct volume displays have been built which
project a true 3D image into an enclosed volume. [31] The
three-dimensional image can be viewed from the outside
without any mechanical aids because the projection space is
itself three-dimensional. One of these displays uses a rotat-
ing plexiglass spiral inside a cylinder. Laser light is absorbed
and scattered by the plexiglass, but remains invisible when
crossing the empty volume. The laser projection is synchro-
nized with the spiral rotation. The spiral occupies every vol-
ume element of the cylinder for a short time. The resolution
of these displays is currently rather low, and the axis in the
middle is a problem if a rotating surface is involved, but it is
a notable step towards true volume display.

Computer-generated holograms (CGH,[32]) are another
3D imaging technology which may become more widely used
in the future, because no headgear is necessary for viewing.
Computing the interference patterns which form a monochro-
matic or white-light hologram is not trivial but has been done
even in real-time on massively parallel computers. The main
problem lies in selecting suitable output devices. The resolu-
tion of the patterns on film or other media must approach the
wave length of light the make the interference pattern work.
Common output equipment such as printers, monitor screens
or slide exposers provide resolutions which are magnitudes
too low. Creating holographic prints or films currently in-
volves using tools such as modified scanning electron mi-
croscopes to write the patterns with a tight electron beam
onto film [33], or acousto-optic modulators, where ultrasonic
waves are transmitted into a crystal whose refractive index is
locally changed by compression. A wide laser laser beam
shining into the crystal experiences interference. [34] Ho-
lography is the only imaging technique which gives all visual
depth cues. Stereoscopic images to not provide ocular ac-
commodation, and volume displays cannot provide occlu-
sion. Holograms of chemical structures exist, but have not
yet received recognition beyond showcase pieces.

Keyboards and mice do not adapt well to the immer-
siveness of VR, so advances in voice, gesture, and touch rec-
ognition will be essential to facilitate user input. Input ele-
ments which have been proven to work well in 3D environ-

ments are for example Space Mice and Wands. A Wand is
basically a joystick plus a set of buttons, but in addition it
transmits is position and orientation is 3D space to a receiver
via radio signals. User and wand positions are registered by
sensing disturbances of the electromagnetic field caused by
pulsed magnetic coils in the device, or by receiving ultra-
sonic or radio impulses from the devices via multiple sen-
sors or antennae. Tracking the user position is important be-
cause in projection-based VR, the positions and view direc-
tion of the head must be known to adapt the projected scenes.

Trackers and Wands must be worn and are an encum-
brance. In the VR field there has always been an interest in
methods to determine the user‘s eye positions without addi-
tional gear and to research control mechanisms which do not
depend on external devices. Cornea reflex tracking with in-
frared beams has now become facile and is an efficient method
to determine the direction of vision. Program control mecha-
nisms based on gesture recognition [35][36] have also left
the laboratory stage. Gesture recognition is an improvement
to the older data glove. A data glove [37] is a glove with
sensors which measure the crease angle of the fingers in the
glove, and may be coupled with a tracker to register the po-
sition of the center of the hand in 3D space. Another technol-
ogy which is useful in the VR context [38] are speech recog-
nition systems [39], which have been a research topic for
many years outside this particular application field.

Reality, virtual or natural, is of course more than a visual
image of a scene, although it has been estimated that more
than 90% of the volume of the data streaming into the cortex
is coming from the retinae. If an attempt is made to model
reality, other senses should not be excluded and could pro-
vide valuable auxiliary data channels for the representation
of complex data relationships requiring a maximum band-
width input. This is really an area of active research, but its
results seem not to have yet applied in the chemical domain,
except sonification.

Sonification [40] is the dynamic creation of spatially lo-
cated, distinctive sounds by mapping property values or sys-
tem states to frequency, timbre or amplitude of sound. It has
been applied to chemical modeling, although no details of
the process and property mappings seem to have been pub-
lished. Tactile stimuli by coating the surface of hardware
molecular models according to property values have been
used on computer-generated hardware molecular models (see
later section) and in the virtual domain in the educational
Pauling World VR environment.

We are not aware of any chemical application using other
feedback channels [41], such as temperature or moisture
stimuli, force, tactile stimulation by vibration or pressure
feedback [42], dispersion of olfactory chemicals or direct
stimulation of brain waves. These stimuli have all been
brought to use in other VR-related experiments and may find
a creative use for chemical information processing in some
future projects.
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Immersive VR Molecular Modeling

Immersive VR for scientific visualization has evoked a lot of
interest, [1]. A review book which contains some informa-
tion about this subject has been published. [43] In order to
attain the virtual reality effect, the system must deliver very
high graphics performance. Specifically, requirements for a
usable VR environment include a user feedback response time
of less than 0.1 s for fast, accurate manipulation of the envi-
ronment, a frame rate of at least 10 frames per second to
avoid annoying flicker and image jumps, and finally the ap-
plication environment must contain objects if a sufficient level
of fidelity to allow the performance of meaningful tasks. For
practical applications this means that for datasets of scien-
tifically interesting complexity for the visualization part alone
nothing short of multi-processor SGI Reality Engine as
renderer alone will suffice to produce the desired level of
detail and response time. Additionally, extra processor power
must be assigned to model the system response.

The motive behind the step into the third dimension is
that „non-immersive interactive visualization systems imple-
mented {} for the desktop and mouse are effective for moder-
ately complex problems only. Virtual reality displays aid in
the unambiguous display of these structures by providing a
rich set of spatial and depth cues. Virtual reality interface
concepts allow the rapid and intuitive exploration of volume
containing the data, enabling the phenomena at various
places in the volume to be explored.“[1] Chemistry certainly
deals with complex 3D data, especially in the protein mod-
eling field, and so VR was used for chemical applications
very soon after these systems became available.

The most spectacular application of VR in chemistry is
immersive protein modeling in a CAVE. Numerous systems
and toolkits for modeling in this environment are under con-
struction, and public demonstrations have been given.

The hardware price tag of the equipment used in these
studies is usually impressive. In one representative study, two
SGI Onyx (20 and 8 processors, 2 and 3 Reality Engines) for
the graphics in two CAVEs, an IBM SP2 massively parallel
computer for the docking computations, and an SGI Indy for
voice processing. This setup was barely able to generate about
10 frames per second, although it must be mentioned that as
an additional complication the data (geometry, tracking, video
audio) was exchanged over a high-speed network between
two sites in order to demonstrate the feasibility of remote
collaboration in such environments.

In this study [44], which was carried out at the Cornell
Theory Center, the docking of chlorpromazine and mepa-
crine with the trypanothiophane reductase of Trypanosoma
cruzi, a parasite causing Chagas‘ disease, was studied. The
primary focus of this project however appears to have been a
test for the WorkSpace toolkit used to implement the 3D user
interface with its various manipulatable objects such as mo-
lecular models, directories, video panes showing the collabo-
rators at the other site and models of the parasite and its vec-

tor, a small bug Triatoma infestans. Figure 1 shows a snap-
shot from the modeling session.

The combination of visualization and molecular dynam-
ics is very popular and found in most of the state-of-the-art
chemical immersive VR setups. The rationale is that these
systems enable molecular scientists to have a visual and au-
ditory experience of a chemical system while manipulating
its physical properties by steering, in real time, a simulation
experiment on a supercomputer. As a result, scientists are
immersed in a realistic representation of a chemical system.
Most traditional molecular modeling environments are lim-
ited to qualitative information that is obtained from static
3D models. However, complete understanding of molecular
interactions requires knowledge of both the dynamic and static
features of molecular systems. This is achieved by merging
real-time molecular dynamics computer simulations, which
can be very computationally expensive, with an immersive
display of the chemical system.

One of the more simple applications of CAVE modeling
without the need for massive computational backup for simu-
lations has been the visualization of protein surfaces for the
comparison of several geometric representations, including
the simple space-filling sphere model, the solvent-accessi-
ble surface, molecular surface and the novel alpha complex
algorithm.[45]

The C2 Interactive Molecular Modeling project at the Iowa
Center for Emerging Manufacturing Technology aims at sup-
porting molecular biologists in guiding drug molecules into
the active site of a protein while receiving real-time feed-
back from a molecular dynamics simulation.[46–49] The
system in operation is shown in Figure 2. It supports the typi-
cal molecular mechanics/VR combination of features.

Figure 1. Protein modeling in a study of Chagas‘ desease
http://www.tc.cornell.edu/Visualization/Staff/richard/NIH/
Faerman/vr14_crop_small.gif on page
http://www.tc.cornell.edu/Visualization/Staff/richard/NIH/
Faerman/Chagas.html

http://www.tc.cornell.edu/Visualization/Staff/richard/NIH/Faerman/Chagas.html
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The Virtual Biomolecular Environment (VIBE) on the In-
formation Superhighway is another high-profile collabora-
tive effort from the Argonne National Laboratory, Iowa State
University and the University of Illinois, once more with sup-
port for the molecular dynamics/VR imaging combo. [50]
The VIBE system uses a custom parallelized version of the
CHARMM program which runs on a 64 node SP2 parallel
computer. The performance is about 15 computation/render-
ing frames per second with 16 SP2 processors for HIV pro-

tease plus a drug-sized ligand molecule, and about 48 frames
for pure display without MD. The interactive tasks of the
chemist using this system include the placing of the struc-
tures on starting points for the docking process and the modi-
fication of torsional angles. The potential energy of the cur-
rent configuration is expressed as audible sound effects. The
combination of sound, visual impression and immediate re-
sponse is reported to have been well received by scientist
test persons.

A third system called STALK is a little different in its
setup because its computational core is not a molecular dy-
namics program. STALK is also used for the docking of lig-
and molecules to proteins. The computational side of STALK
is a genetic algorithm optimizer which changes the molecu-
lar conformations in an attempt to minimize the molecular

Figure 2. Manual Docking to HIV protease in the C2
Environment http://www.icemt.iastate.edu/Projects/C2/gifs/
hiv_molecule.gif on page
http://www.icemt.iastate.edu/Projects/C2/html/molecule.html

http://www.icemt.iastate.edu/Projects/C2/html/molecule.html
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interaction energy. The scientist in the CAVE interacts with
the genetic algorithm module by manually changing the po-
sition of molecules to guide the search and setting various
parameters of the optimizer while watching the docking
progress.[51]

The VMD molecular visualization program [21] from the
Theoretical Biophysics Group at the University of Illinois is
a hybrid. It works both in VR environments and with tradi-
tional screen displays. VMD is the visualization component
of MDScope, an interactive environment for molecular mod-
eling and dynamics. Part of the project are experiments in
new modes of human-computer interaction. In conjunction
with the parallel NAMD molecular dynamics program, VMD
once more supports interactive ligand-receptor docking. An-
other application area is intelligent structure analysis, where
part of the molecule are pointed at and natural-language ques-
tions about the selected features such as helices are answered.
In the VR arena, VMD is used a a test-bed for gesture analy-
sis and speech recognition in molecular biology. [52]

While most of the pioneering applications of immersive
VR for chemistry originate from the US, visualization centers
in other countries are catching up and beginning to develop
their own ideas about chemical VR. The High Immersive
Molecular Modeling project at the VIS-lab of the Frauenhofer
society in collaboration with the biology department of the

University of Stuttgart is a recent example.[53] While the
primary focus of HIMM is once more docking and property
visualization, the next project step will include for the first
time interfaces to chemical information retrieval systems and
thus open a connection to database applications which play a
very important role in chemical research.

Not all chemical immersive VR has been performed in
the CAVE environment. The Responsive Workbench of the
GMD (Gesellschaft für Mathematik und Datenverarbeitung)
visualization research institute has also been used as an aug-
mented reality modeling tool, as demonstrated in Figure 3.

Finally, VR in chemistry is no longer confined to research.
Pauling World [54] is the first chemical VR environment
which was exclusively designed to teach challenging con-
cepts in science to students. Pauling World runs on a 4-proc-
essor Onyx Reality Engine with a HMD, a magnetic positional
sensor, stereo sound and a custom vest which delivers haptic
sensations. Pauling world is only one virtual world from a
larger collection of educational worlds which form the
ScienceSpace. The rendering capabilities of Pauling World
are currently limited to various rigid standard molecular dis-
play forms (ball& stick, wire frame etc.) which can be opened
and closed to icons by pointing with the index finger. At the
time of writing, there appears to be no other method of inter-
action or animation. The didactic background and the reason
for the use of definitely expensive equipment to deliver
conceptionally simple visualizations which do not go beyond
those of standard 3D molecule viewers which run on every
PC, is not evident to us, in spite of having access to about a

Figure 3. Molecular modeling on the Responsive Workbench
http://viswiz.gmd.de/VMSD/PICTURES/momo3.gif
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dozen full-text publications from the Web site. The other
worlds of this project offer significantly more interaction and
VR experience, justifying the VR effort, so there may be in-
teresting developments in the future.

Few researchers are so lucky to have access to a CAVE or
similar equipment to experiment with immersive modeling.
This type of environment is very demanding both from the
visualization side and from the force field responsible for
the structure optimization, and thus expensive. However,
smaller systems which use comparable algorithms and run
on standard computer hardware exist. They rely on a normal
computer monitor for output, use ingenious markers and other
visual hints to compensate for the less perfect three-dimen-
sional impression and employ a radically simplified force
field to provide interactive response times for molecules up
to a few hundred or thousand atoms. This class of programs
is probably the first application in chemical modeling where
the primary information gain is from the direct 3D interac-
tion with molecular structures. In these programs, the visu-
alization is not simply a display of some final computational
results, but the graphical representation and the user inter-
acting with it is the continuous source of new information.

The best known among these programs is Sculpt [55, 56],
now available in a commercial version from Interactive Simu-
lations. [57] In a Sculpt modeling session, the user pulls at-
oms with the mouse, for example while attempting to dock
into a receptor pocket, and the program continually mini-
mizes the potential energy of the structure. Visual cues are
provided by highlighting good and bad van der Waals or elec-
trostatic interaction as cup-shaped symbols, so the user sees
immediately why the energy goes up or drops during a spe-
cific operation. In contrast to many classical fitting programs,

no isolated atom positions or bond angles are changed. The
whole molecule is continually reshaped according to the
forces originating from the pull point and atomic interac-
tions. Figure 4 is a snapshot of Sculpt modeling.

Document Navigation

Information is at the heart of all chemical research. Results
are generally not produced from a void, but by expanding
existing knowledge. No project can be started without ob-
taining precise and complete information about related work
which has been performed (and possibly patented) elsewhere.
At the core, the whole process is concerned about finding
comparatively few documents from an enormous body of lit-
erature, patents and other information sources, typically still
in printed form. Information publishers and information con-
sumers can both profit from improved access paths. If peo-
ple fail to understand the full range and nature of informa-
tion available, this can be costly and damaging for both sides,
especially in an industrial environment. The established big
abstract databases and full-text sources fail to deliver user-
friendly advanced searching and navigation. Their typical
access and query methods are cumbersome and no longer
state of the art.

Document navigation is of course a topic which is of cen-
tral interest for digital publishing and consequently for this
journal. In their daily work, chemists rely heavily on access
to documents, and the search for relevant literature can con-
sume a significant part of the time allotted to a project. Dig-
ital Internet-based publishing makes the access to the full-
text information easier, but does not necessarily provide a
solution to the problems of finding the right papers in the
first place. While the hyperlink model works well enough
for linking digital documents to hypermedia attachments, and
to build a hierarchy of access paths leading from the
homepage of a publisher via its individual journal pages, in-
dices of numbered issues to the single paper, this access path
is very much geared to the subscriber who peruses every is-
sue of a journal or the researcher who has obtained a citation
and knows precisely which paper he or she wants to retrieve.
Navigation within concept space is completely different.
While it is certainly possible to locate interesting papers by
author, keywords, or full-text search on the abstract or the
complete textual corpus, there is always the danger of miss-
ing interesting papers due to nomenclature differences, missed
keywords, unknown authors or boundaries between different
sciences or fields within a science. Algorithms exist which
cluster documents by statistically derived word/content rela-
tionships [58] or by analyzing Web linkages [59], and will
be able to find relevant documents even when nomenclature
varies, provided that documents are stored in the database
which builds a bridge between different concept spaces and
nomenclature systems. While it is possible to provide a tex-
tual query interface to this type of system [60], navigating a
multidimensional document proximity space benefits from

Figure 4. Sculpt modeling session
http://www.intsim.com/ring.gif on page
http://www.intsim.com/sculpt_details.html

http://www.intsim.com/sculpt_details.html
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the 3D metaphor, as it has been shown in the Xerox Parc Z-
GUI project. [61]

Since the mid-80s, it has been questioned more and more
whether the ubiquitous WIMP (windows, icons, menus, point-
ers) user interface approach [62] would be able to cope with
the increased amount of information which needs to be han-
dled in the workplace of scientists, engineers and clerks. It
has been complained that mind-numbing mechanical activ-
ity would get in the way of users spending time and energy
on what is really relevant and what the users want to accom-
plish.[61] The current desktop model and its inherent navi-
gation conventions are 2D - but is has been proposed that 2D
is not the space we are living in and that from biological
considerations alone 3D should be a much more natural space
to navigate in. There has been a considerable interest in the
development of intuitive 3D-widgets. One focus has been
the navigation of document collections, which tend to be-
come too large to be handled efficiently by the traditional
interfaces.

At Xerox Parc, the use of 3D and dynamic 2D graphics
for navigating large information repositories has been stud-
ied for more than ten years. The result of this research in-
clude innovative 3D widgets such as the Hyperbolic Tree,
which allows to navigate hierarchies hundred or thousand
times larger than a conventional view can deal with. By sim-
ple click and drag, the display warps to gain a new perspec-
tive on different portions of the hierarchy. The Table Lens
object helps to make sense of large table hundreds of times
larger than a normal spreadsheet view will allow. The Table
Lens fuses symbolic and graphical representations into a sin-
gle understandable view. The Cone Tree organizes vast num-
bers of documents into a tree structure. The Perspective Wall
organizes documents according to multiple criteria to reveal
patterns and relationships. If objects are clicked at, the wall
moves into focus to home in on the specific clusters of docu-
ments or data of interest.

Apart from navigating contents, 3D models even for or-
ganizing the access to standard unordered Web information
sources have been proposed. One well known example is the
WebBook/Web Forager project. [63] The authors of this
project claim that their 3D approach yields significant im-
provements in integrating WWW information foraging with
other information processing activities. Another example with
comparable goals is the VRMosaic project. [64] In VRMosaic,
the Mosaic Web browser functionality is transferred into a
multi-user fully immersive VR environment. One of the aims
of this project has been to prove that classical 2D applica-
tions can be embedded into a VR environment and become
important supporting features for documentation and refer-
encing purposes when operating on 3D data such as engi-
neering models or complex scientific visualizations.

Document navigation has of course many links to data-
base interfaces, since larger document collections with a com-
mon structure tend to be stored in full-text databases. 3D
database interface models will be discussed in the next sec-
tion.

3D Database Interfaces

Databases play a very big role in chemistry. Compared to
other sciences, a much larger part of the relevant literature is
extracted, and selected information stored and made avail-
able on-line. Chemistry has also developed a number of
unique database types, such as structure and reaction
databases, where molecular graphs and graph transformations
are queried, or spectral databases, which employ spectral simi-
larity operators. So chemistry has both a large number, and
very diverse types of databases. Currently, access to almost
all databases is limited to a one-dimensional command-line
model or 2D graphical interface models, with response forms
and 2D schemes. Hits are typically displayed in a sequential
order, sometimes clustered to reduce the tedium of paging
through very many similar hits.

The traditional 2D display model has become a limita-
tion in many respects. 3D database interfaces are currently a
major focus of research in the database community. This trend
is especially observed with respect to object-oriented
databases, when there is no longer a database structure with
can be easily represented with tables and navigated by re-
questing query values in columns. Object-oriented databases
are increasingly used, especially in bioinformatics, to cope
with the rapidly growing amounts of very diverse data from
genome analysis which is difficult to map onto classical re-
lational table structures. The concept of 3D interfaces to
databases is unrelated to the storage and retrieval of 3D atomic
positions in structure databases or the provision for 3D search
operators on the data, which is of course a well-known fea-
ture of numerous chemical databases. There is a rich litera-
ture on the problems of 3D structure searching, and this topic
will not be part of this review.

3D database interfaces [65] let the user interact with the
database and its contents in 3D displays. Chemical and chem-
istry-related databases have always been a favorite target for
database interface experimentation, beginning with one of
the very first 3D database interface ever implemented, which
used the periodic table as a minimal chemical database. [66]
Two basic application fields can be distinguished: Query
building and result visualization. In recent systems, there is
a trend to integrate both aspects into a common environment.

Visual query languages (VQLs) simplify formulating que-
ries and understanding the relation between the query and its
results. [67] They use visual representations of the database
structure and contents, where direct manipulation of input
devices controls both selection of information and query for-
mulation. Many systems implementing VQLs adopt visual
representations and interaction strategies with concepts such
as diagrams displaying the relationship between objects or
icons which supply immediately graspable representation of
object classes.

The AMAZE project [68] is probably the first instance of
a 3D interface to a complex chemical database. The devel-
opers of this system share the conviction that the WIMP in-
terface paradigm with its desktop metaphor has outlived its
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usefulness, because it does not provide the expressive power
software engineers require when faced by the currently ob-
served shift in priority from functionality to usability. Since
most chemists still relegate more complex database queries
to experts, the chemical community which has been sur-
rounded by powerful, but complex database systems can prob-
ably relate to that statement. The main object-oriented data-
base of the AMAZE system contains protein structure data
with object classes such as the basic atomic structure, heli-
ces, loops, strands and other descriptors known from the
chemical literature. These data objects typically are part of
one-to-many or many-to-many relationships and are of a type
which is awkward to encode and search efficiently in a clas-
sical database. Specifying meaningful and syntactically cor-
rect queries on the right objects from a complex database
structure (about 20 object classes) with a textual query lan-
guage has proven to be very difficult. It was however found

that biochemists, who are routinely using 3D graphics in their
modeling work, became proficient very rapidly when a 3D
interface was offered. In this interface, the conceptual schemes
and returned sets are depicted as blocks, forming a result
maze. Biochemists can navigate to blocks which are a result
set and attach more query operators to this set until the set is
reduced to members which exhibit a complex pattern of char-
acteristics in the various descriptive database classes. Query
operators and operator combinations are represented by vari-
ous shapes. Editing the parameters of an operator box is per-
formed by selecting a block and opening input panels.

The WINONA database interface [69] also operates in
three dimensions, but employs a completely different set of
metaphors for database navigation. Its central elements are
hierarchical layers of object relationships visualized in 3D
space not unlike multi-layered floor plans and a polygonal
wall model. Every class occupies a sector of the polygon,
with meaning attached to the size and other attributes of a
sector wall segment. Selecting objects from the class con-
tainers by manual picking or query on the inside of the poly-
gon creates various types of lines across the interior of the
polygon, highlighting object relationships.

A final system called LyberWorld [70] focuses primarily
on interfacing full-text databases in a VR or classical screen
environment. Chemists know that retrieval of papers from

Figure 5. The VisualSphere LyberWorld widget showing
content releationships between 1000 documents
http://www-cui.darmstadt.gmd.de/visit/Activities/Lyberworld/
Demos/sphere1000.gif on page
http://www-cui.darmstadt.gmd.de/visit/Activities/Lyberworld/
demos.html

http://www-cui.darmstadt.gmd.de/visit/Activities/Lyberworld/demos.html
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abstract databases is often a problem. Finding the significant
entries with a free vocabulary is not easy, and the number of
abstracts yielded as the result of broad-range generic queries
often so large that a manual perusal is impossible. LyberWorld
uses innovative and very detailed abstract graphical objects
in 3D space, such as the Relevance Sphere and the Search
Tree widgets, to display relevance rankings, content relation-
ships and similar information. LyberWorld has been demon-
strated as a 3D interface to the INQUERY probabilistic in-
formation retrieval system of the CORDIS database. CORDIS
stores textual information about research projects, including
chemistry projects, sponsored by the European Community.
Currently LyberWorld is being integrated with the ReLiBase
database in the Docking-D [71] project. ReLiBase [72] is
implemented on top of an object-oriented database system
(VODAK) and stores data from heterogeneous sources in an
integrated receptor-ligand database. The main application of
ReLiBase is posing associative queries for analyzing the avail-
able data, exploiting the object relationships derived from
different databases and algorithms under the ReLiBase um-
brella. The handling of large numbers of textual documents
in LyberWorld is shown in Figure 5.

The systems described so far were designed for single
users. The concept of Populated Information Terrains (PITS)
[73] extends database technology by multi-user VR and Com-
puter Supported Cooperative Work (CSCW). Various other
models of telecooperation for chemistry are discussed in the
Collaboration and Conferencing section of this review. The
rationale for using PITS were twofold. First, traditional da-
tabase interfaces provide ample support for sophisticated
querying (if the users can master the grammar), but lack in
support for browsing. Because of the larger information den-
sity in volumetric representation, navigation for browsing
should be facilitated. The density of information comes from
the fact that attributes of entries or tables can be mapped
both to extrinsic dimensions (position) and intrinsic dimen-
sions (color, shape, size, spin, texture) simultaneously and
there is a gradual scaling of visibility, as opposed to paging
through traditional 2D output, where a record and its attributes
are either visible in detail or not at all. Second, many databases
provide concurrent multi-user access, but do not offer any
method to share the data as part of cooperative work. Using
systems like Q-PIT or DIVE-Q, multiple users wearing HMDs
(Head Mounted Devices) can cooperatively explore data re-
lationships and manipulate their common workspace by at-
taching queries or performing other manipulations.

There exist a significant number of other approaches to
visualize retrieved data which could have interesting appli-
cations in chemistry. Space does not permit a further eluci-
dation. References [74] and [75] contain overviews and links.

Recently plans were announced to combine immersive
modeling with 3D database interfaces in order to be able to
retrieve and analyze properties of structures taken from
databases with the instant option of moving objects from the
database to a new modeling process or comparing modeling
results with data from previous experiments stored in a data-

base. Refer to the HIMM project described in the immersive
modeling section of this review for a link to such a project.

Data Mining

Closely related to the database interfacing issues outlined in
the previous section, which focus on navigation, query con-
struction and browsing, are the recent developments in the
field of data(base) mining. [76] The term database mining
describes the process of sifting through large amounts of data
with the aim to detect significant relationships between indi-
vidual data items and to create rules with predictive power
from these observations. A scientist can work effectively with
a few thousand observations with a small number of meas-
urements each. Effectively digesting millions of data points,
each with tens or hundreds of measurements, is another mat-
ter. A variety of techniques are used for database mining,
including hypothesis generation and verification, unsuper-
vised global search for interesting patterns, supervised goal-
directed mining, and graphical visualization of data relation-
ships. [77] Since the variable space is often of a very high
dimension, or the structure of the results, such as decision
trees, has some complex tree-like shape - convincing visu-
alization of the findings of the mining process is of consider-
able importance. Walkable 3D-scenes for trees, rules and
evidence patterns have been found to be a useful model for
this type of application. Trees which are larger than what can
be printed in readable form on a sheet of paper are difficult
to view and navigate with traditional 2D-type tree displays.
Database mining is a field in chemistry which has just begun
to become systematically explored, although there is a con-
siderable potential. Many companies possess extensive
datasets, for example from QSAR studies originating from
drug development projects. Until recently, QSAR studies were
typically limited to small datasets of similar compounds. With
the progress in available computational power and mining
algorithms, large-scale reevaluations of the data collected over
years has prospect to unearth hitherto overlooked patterns
which might lead to reactivated projects leading into areas
not explored in the original work. Another promising appli-
cation area is the analysis of DNA and RNA sequence col-
lections. VR environments, as well as novel non-immersive
display metaphors, have been found to be very effective tools
for the supervision and guidance of mining sessions.

The SANDBOX (Scientists Accessing Necessary Data
Based On eXperimentation) system [78] has been designed
as a general-purpose interface to scientific databases which
contain large tables of measured data. The SANDBOX is a
virtual reality tool which allows an investigator to ‚recreate‘
the original experiments, collecting data from the scientific
database in much the same ways that the original data was
collected. The investigator places virtual instruments into a
virtual environment and collects data from the scientific da-
tabase without ever typing in a query. The instruments give
feedback, allowing the user to browse through the data. It
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has been demonstrated on data collections containing hun-
dreds of tables, more than 100 gigabytes of data and visual
material such as maps that the VR approach is accepted by
scientist test users as very natural and effective.

Another system with a similar application area is the Vir-
tual Data Visualizer. [79] The VDV is a highly interactive,
immersive environment for the visualization and analysis of
data which does not inherently focus on a specific type of
data. Data is represented by glyph elements which the user
can make, change, or remove on a workbench. This system
has already been used for chemical data analysis, for exam-
ple to visualize and control molecular dynamics runs on clus-
ter/surface collision interactions. Figure 6 is a snapshot of a
chemical VDV session.

Virtual Collaboration and Conferencing

There has been an increasing demand to share graphical tools
or full virtual environments for scientific data analysis and
access to instruments without having to meet in person. [80]
General-purpose conferencing tools for the transmission of
audio, video, textual information and whiteboard drawings
are readily available and can form a basis for scientific col-
laboration applications. An extension of the basic tools into
the 3D and virtual reality domain is natural and helpful for
many fields. The point with this class of application is that
graphical objects such as molecules can be manipulated and
discussed by two or more parties simultaneously, with im-
mediate display of the result of manipulations and annota-
tions at all involved sites. Collaborative data exploration en-
vironments are used in a wide range of scientific disciplines,
[81] but chemistry has its own requirements on the type of
data exchanged.

A number of tools exist which were specifically designed
for chemists to exchange and manipulate 3D data during a
conference session. In one of the first implementations, in-
teractive data exchange and manipulation has been achieved
through a combination of WWW servers and custom chem-
istry modules for the IRIS Explorer visualization program.
[82] [83] In another important implementation, data of the
Molecular Inventor system of SGI can be exchanged in real
time through the InPerson conferencing system. [84] The
exchange of raw information is of course not sufficient. Meth-
ods to couple modeling and computational packages to the
conference system are of course crucial in order not just to
be able to manually highlight features and discuss them, but
also to submit structures to computation and numerical analy-
sis immediately in order to verify observations or examine
the consequences of structure manipulations. Integration of
conferencing and data analysis/production packages is mak-
ing visible progress, for example in the MSI Cerius II /
InPerson program couple. [85]

The access to remote laboratory equipment is another area
where conferencing-type programs are used. Examples are
the Spectro-Microscopy Collaboratory at the University of
Wisconsin-Milwaukee and the Lawrence Berkeley National
Laboratory [86] and the Core test-bed at the Pacific North-
west National Laboratory [87], where the remote operation
and data sharing of NMR and MS spectrometers is one of the
project goals. Both projects are part of the Distributed
Collaboratory Experiment Environments (DCEE) program.
[88]

Finally, even complete CAVE immersive VR environ-
ments have been coupled, for those who have access to the
expensive hardware and the necessary bandwidth.[89] On a
smaller scale, the representation of coworkers as avatars or
other integral scene objects in distributed 3D environments

Figure 6. Scene in the VDV virtual data
visualization environment showing a NaCl cluster
smashing into a solid neon surface
http://www.cc.gatech.edu/scivis/projects/ve/
ve3.gif on page
http://www.cc.gatech.edu/scivis/projects/ve/
ve.html

http://www.cc.gatech.edu/scivis/projects/ve/ve.html
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is an area of active research.[90] In the database-related fields,
first experiments are taking place with multi-user VR data-
base access models. Refer to the database section of this pa-
per for more information.

Real Virtuality

In spite of all the described approaches to enter new virtual
dimensions of three-dimensional visualization by all kinds
of sophisticated devices, many researchers think that 3D
molecule models built in touchable form are still the most
intuitive and easily manipulatable form of structure display.
Computer technology has come to aid also in this case. A
number of innovative apparati can be used to produce highly
detailed molecular models from a variety of materials. These
models can be touched and put into display cases - but of
course they are static in nature. Docking experiments will
not model structural changes in ligand or receptor. If the
models are bent or stressed, the shape alterations will gener-
ally not mirror the computed or observed changes on the
molecular level.

The direct drilling of models from plastic blocks on a
lathe is rarely a viable alternative. Molecular models tend to
possess cavities and non-convex parts, which are often the
most interesting regions. These are inaccessible for drills and
other instruments. For the same reasons, the molding of mod-
els by casting liquid polymers into forms is difficult because
of the problems involved in manufacturing the form.

Two new technologies for solid rapid prototyping have
been successfully applied to build hardware models of pro-
teins and other chemical structures with complex surfaces.
[91] The first method, stereolithography, uses a vessel filled
with liquid monomers. One millimeter or less below the sur-
face a pedestal which can be lowered by a motor is installed.
A switched UV laser scans the surface, inducing polymeri-
zation at the irradiated surface points. After each surface scan,
the pedestal is moved downwards by the thickness of one
layer, moving the polymerized surface parts deeper into the
monomer bath and protecting it from further laser irradia-
tion. Slice after slice is produced this way. The polymer of a
new layer will form a homogenous material when regions
overlapping the layer below are irradiated. Layers, which are
intersections of the model, can consist of unconnected poly-
mer patches, so arbitrary shapes can be produced, as long as
there are holes allowing the monomer to flow from the inte-
rior of cavities.

The second method called LOM (Laminated Object
Manufacturing) uses stacks of paper. Sheets of specially
treated paper are spread onto a growing stack. After a new
sheet has been added, a laser cuts parts of the topmost paper
sheet, and the new sheet is laminated by heat and pressure to
the paper stack forming a solid block. When the stack has
been completed, the outer parts of the stack can be torn off

and the model core appears. With respect to cavities and con-
cave regions, this procedure is not as flexible as the polymer
bath method, but its capabilities are sufficient to produce in-
structive protein models. [92]

On a much smaller scale, direct manipulation of atoms
on surfaces has become a reality with Scanning Tunnelling
Microscopes (STM) as sensor and effector. Instead of creat-
ing macroscopic real models of compounds for virtual ma-
nipulation, microscopic real entities are manipulated from
macroscopic virtual models. A VR environment, the
Nanomanipulator [93], is under development which trans-
lates actions of the chemist into voltage pulses send to the
microscope needle which can be used to move single atoms
on surfaces. The scientist wears a HMD and operates with a
mechanical arm, not unlike those used in radioactive isotope
processing plants. The chemist can feel the surface structure
by moving a pointer with the mechanical arm over the vir-
tual sample surface. This cases the sensor tip of the micro-
scope to be moved, and the mechanical arm produces a force
feedback according to the voltage at the sensor tip. The
Nanomanipulator has been used to study the mechanisms of
surface modifications on gold and silicon substrates,
monolayers of various carbonic acids, and in a number of
other projects.

Creative Abuse of Chemical Visualization

Superficially, it appears that many visualization requirements
of chemistry are peculiar, because chemistry has structure
graphs in 2D and 3D and many other unique objects of inter-
est which have no counterparts in other fields. This observa-
tion sounds obvious, but on closer inspection, it is wrong.

Graphs are not limited to chemistry. Chemistry certainly
has a rich tradition of handling this type of information in
2D and 3D, but this is no unique interest. Graph layout is
also of much interest to the mathematical community, al-
though the more general graphs studied in this field are often
much more complicated than the average structure graph with
its limited range of nodes and edges per node. The handling
competence of chemistry with respect to small-sized graphs
and its materialization in a wide range of readily available
visualization programs has recently been discovered by other
sciences where graphs are used. One notable example is so-
ciology, where graphs are for example exploited to show re-
lationships between individuals and groups. It has been dem-
onstrated that chemical structure display programs for 2D
and 3D data are very useful tools. By creatively encoding
people or groups as atoms and social relationships as bonds,
social links and group structures can be visualized. [94]
Embedding these images into a VR context is the logical
next step and has been proposed. Figure 7 is not a molecule
but the result of a sociological study.
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Does it Deliver?

We have seen in this review that there are quite a number of
ongoing projects to deliver enhanced informational content
through a variety of methods in 3D space. There are even a
few start-up companies which are convinced that 3D infor-
mation access tools or new breeds of modeling programs are
a viable market niche, and certainly there a unspoken aspira-
tions to be at the forefront of a major new technology wave.

However, virtual reality environments, transportable re-
active or scripted 3D scenes, direct response modeling and
3D information navigation are all very recent developments,
as can be seen from the dates on the cited literature refer-
ences. Some of these technologies still require computational
resources and special-purpose hardware far beyond the budget
of ordinary users. As far as the necessary computer power is
concerned, this is probably nothing which should be worried
about in the long term. The performance numbers of desktop
equipment continues to double every year and a half, so com-
putations requiring a dedicated parallel processor costing
millions of dollars today may be affordable mainstream desk-
top equipment in five years. Similarly, the performance of
graphics boards is being pushed at a rate even faster than that
of raw processor power. So these performance criteria which
render many of the more advanced applications described in
this paper unusable for most of the potential audience should
not be considered a serious problem preventing VR to be-
come a mainstream tool.

Another aspect to be taken into account is that some of
the technologies remain to be usable with standard computer
screens, probably in combination with lightweight auxiliary
equipment such as shutter glasses or lightweight 3D input
devices. These interfacing and modeling paradigms certainly
have the potential for a more widespread use. The increase

in data analysis performance actually experienced by edu-
cated users of such a system does not need to reach orders of
magnitude to gain acceptance if the cost is not excessive,
since the user is still able to work at his/her office without
relinquishing the traditional work environment.

In constrast, the advantage of installing and using a fully
immersive VR environment such as a CAVE, or other special
equipment such as a VR workbench, is much more debat-
able. These systems must demonstrate their usefulness in a
much more dramatic way in order to justify the investment
in a cost-conscious environment. There are a number of ob-
stacles to be overcome by this approach: The costs are very
high and not likely to fall with the same speed as those of
standard computer equipment, the size of the installation
exceeds the space of a normal office, and the user has to
leave his or her normal office to work with the system, dis-
rupting the workflow. To make these systems a success, killer
applications are required. Operated by a skilled and trained
user, a data analysis or modeling performance must be
achieved which without doubt outclasses 2D and simple 3D
(computer screen projections, possibly combined with shut-
ter glasses) technology for the same task. According to our
judgement, this kind of performance still waits to be demon-
strated for chemical applications. We feel that this is not
impossible, since convincing demonstrations for other sci-
entific fields such as fluid dynamics, oceanography [95],
meteorological data analysis or military intelligence work
[96] have been given. In the field of modeling, the described
results obtained with immersive VR fail to impress from the
modeling standpoint. We do not yet see how the results of
the described docking experiments could not have been
achieved in a more limited environment, provided the com-
puter power for the forcefield updates with immediate re-
sponse were available - or even with a more restricted
forcefield on standard hardware.

If we claim that immersive VR modeling is an area where
more work is needed on cogent demonstrations proving the
power of VR, what about the promised advantages of using
3D metaphors in the other areas described in this review?
The potency of using non-VR 3D graphics of all kinds for
molecular visualization is probably unchallenged, since
chemical structures are so obviously three-dimensional. In
the area of 3D navigation and database queries, quantitative
studies exist which were executed in a controlled environ-
ment and corroborate that 3D metaphors lead to a measur-
able improvement in the time required for tasks such as find-
ing a document of given content or assembling complex da-
tabase queries. Both are in fact everyday tasks of chemists,
performed more often than modeling or 3D visualization.
These tasks related to information retrieval exhibit specific
chemical peculiarities but are certainly not unique to chem-
istry, or a subfield of chemistry. Modeling and molecular visu-
alization however are domains of specialists. The potential
number of users, and the market, for database access sys-
tems is much larger in comparison. We feel that once mo-
mentum is gained in these areas, a widespread introduction

Figures 7. Friendship among teens in suburban Dublin
http://eclectic.ss.uci.edu/~lin/kirke.jpg on page
http://eclectic.ss.uci.edu/~lin/chem.html

http://eclectic.ss.uci.edu/~lin/chem.html
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of the described class of systems for document navigation,
database retrieval, and database mining can be expected
within the foreseeable future.

The field of VR as a whole is of very recent origin, and
scientist have to get used to the underlying ideas to be able
to make creative use of its capabilites. Scientists in Wonder-
land [97] is a phrase which still describes much of the ongo-
ing work. Making a definitive prediction about the future
directions of VR is certainly difficult. Molecules and mo-
lecular interactions are inherently 3D, and chemistry has the
largest document, factual and structure-related databases of
all sciences. We are convinced that VR in general has prom-
ise to become an important tool in managing chemical infor-
mation in the long run. The conceivable application areas in
chemistry are very broad. They reach from the examination,
modeling and documentation of the behavior of a single small
molecule to distributed database navigation with millions of
structures, spectra, sequences and documents. Exciting de-
velopments will most likely take place in the next years which
have not yet been thought about.
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